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Data Tilling Service 

•  Till (v): “to prepare and cultivate (land) for crops” (google) 

•  Data Tilling (v): To prepare and cultivate (data) for 
analysis 

•  Tillage (n): “is the agricultural preparation of soil by 
mechanical agitation of various types, such as digging, 
stirring, and overturning.” (wikipedia) 

•  Data Tillage (n): Is the computational preparation of data 
by algorithmic agitation of various types, such as digging, 
stirring, and overturning 



Data Tilling Service 

* 

= Data  
+ 

Metadata  = 
What falls out 

View into 
the raw 
data 



(Pre) Data Analysis 

•  Not necessary data cleaning 
•  More like metadata extraction 
•  Not full analysis / Not perfect results 
•  Apply as many methods as possible 
•  Support the user in finding the metadata they need 
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Extraction Bus 
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MEDICI & VERSUS 
2 building blocks 



Medici - Data Management for Research Data 

•  Any file type 
•  Like a file system or cloud 

storage 

•  Upload first, organize later 
•  Social curation 
•  Tags, collections, datasets, 

spaces, generic metadata 

•  Extensible 
•  Creating new data extractors 
•  Creating new data previewers 

Organize, Search, Analyze 



Open source  

•  Install service on your own resources 
•  We host instances at NCSA 

•  18 instances for SEAD Datanet 
•  15 other instances 

•  Brown dog DTS maintained by NCSA 
•  All code available can be installed and maintained somewhere 

else 



Timeline 

•  v.1     Development started     November 2009 
•  v.1     First public release        June          2010 
•  v.2     Development started     November 2012 



Drivers 

•  Cyberinfrastructure that works well across disciplines 
•  physical sciences, biology, medicine, humanities, arts, and social 

sciences 
•  Large-scale community collections of heterogeneous 

data and metadata 
•  documents, images, video, 3d, sensor, gis, etc. 
•  metadata fields based on specific uses cases 

•  Rapid growth from 
•  High throughput instruments 
•  Digitization efforts 
•  More sources (cameras, phones, tablets) 



Funding Sources 
•  ONR - Technology Research, Education and Commercialization Center  
•  NARA/NSF OCI – Understanding Data Intensive and CPU Intensive 

Services to Support Preservation and Reconstruction of Electronic Records 
•  NSF CDI – Groupscope: Instrumenting Research on Interaction Networks in 

Complex Social Contexts 
•  NSF DataNet - Sustainable Environments-Actionable Data (SEAD) 
•  NSF EAR – Critical Zone Observatory Network for Intensively Managed 

Landscapes (IML-CZO)  
•  NSF/NEH/JISC – Digging into Image Data to Answer Authorship Related 

Questions 
•  NIH – Immunomodulatory and Regenerative Effects of Mesenchymal Stem 

Cells on Allografts 
•  Sea Grant – Great Lakes Monitoring 
•  European Commission – Linking Scientific Computing in Europe and the 

Eastern Mediterranean 
•  XSEDE – Large Scale Video Analytics 
•  NSF ACI – CIF21 DIBBs: Brown Dog 



Medici - Features 
•  Upload / download 
•  Automated data extraction and analytic 

services  
•  Data type previews 
•  Indexing / Search / browse 
•  Tag / comment 
•  Create collections 
•  Geo-locate data (map view) 
•  Define a specific taxonomy 
•  Access statistics, data provenance 
•  Citable persistent URLs 
•  Author defines copyright and license 

attributes 
•  View only, prevent download 

•  Create relationships between datasets 

Archive View 

Upload View 



Dataset Page 

Data provenance  

User defined 
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Shapefile Previewer 



3D Previewer (x3d, ply) 



Streaming Video 



Extraction Service - Images with GPS  

•  Extract GPS location and 
displays location in Google 
map. 



Embedding 
•  Embed data in external sites 

Imaginations unbound 



Collection View 

•  Select object(s) in collection and apply an action. 
•  Add comments or tag a Collection 



Relationships 

Imaginations unbound 



RDF Support (Medici v1) 

Everything is stored as semantic RDF triples and blobs of 
binary data 

•  Open and portable data 
•  Semantic web 

http://www.w3.org/TR/2004/REC-rdf-primer-20040210/ 
 



SPARQL 

Available as a REST service and through web form (seen above) 



Text Based Search 



Sustainable Environment | Actionable Data 

•  NSF DataNet Partnership 
•  Web services for managing heterogeneous data for 

sustainability research 
•  Supporting the long-tail of research data 
•  “Active and Social Curation” 

•  Making curation a natural part of producing and using data 
•  Active: on-going, less formal than long term preservation 
•  Social: any community member can take part 



SEAD Components 

Active Content Repository:  
Branded Public Access 
Active Project Spaces 
Individual Data Pages 

SEAD VIVO:  
Browse Through People , Projects, 
Publications,  Data Citations , and 
Organizations, Visualize Networks 
and Community Dynamics 

SEAD Virtual Archive: 
Policy Driven Curation 
Institutional/Cloud/Grid 
Storage 
Faceted Search for 
Reference Data 

SPARQL Queries 
HTTP Data/DOI links 

BAGIT Data/ 
Metadata 
Transfer 
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Versions 

1.3 2.0 

•  Scale up and out 
•  Robust API – easier to write clients 
•  User experience improvements 

In progress Stable 



1.0 - What parts were successful? 

•  Decentralized cloud storage 
•  Install your own instance and maintain for your community 

•  Flexible metadata support 
•  No predefined schemas/ontologies  

•  Framework for adding domain specific features 
•  Extractors 

•  Dig into the files for information 
•  Previewers 

•  Visualize information on the web 

•  Support for discovery of new content 
•  Text-based search, social annotation 



2.0 Priorities 

•  Scalable 
•  Both horizontally and vertically 

•  Maintainable 
•  Decoupled 
•  Higher level languages 
•  Build on proven technologies 

•  Extensible 
•  Add extractors and previewers without recompiling 
•  Full fledged API 

•  Usable 
•  Modernize the user interface  



Version 2.0 

•  Web scale 
•  Across the stack 

•  Introducing projects 
•  Group based access control 

•  File versioning 
•  Keeping generic provenance trail 

•  Multiple files in a dataset 
•  Explicit instead of implicit zip files 

•  Multimedia search 
•  Find similar images, videos, audio 

•  Recommender system 
•  Recommend datasets based on metadata and user activity 



Improved UI 



Support for Themes 



Multiple Files per Dataset 



Still Flexible Metadata (but not as native RDF) 



Versus 

•  Execution and dissemination of customizable content-
based file comparison methods 

•  Generalized content-based comparison and retrieval of 
files 

•  Ability to plugin new methods and reuse existing ones 
•  Consists of 

•  Java API + Engine 
•  Library of methods 
•  Web Service 
•  Variety of web and desktop clients 



Content-Based Comparison 

•  Goal: Comparing digital data 
•  Given two or more digital objects establish their proximity 
•  Arbitrary? 
•  Not really, comparing two files, videos, documents, etc. 

has many applications, for example: 



Some Applications 

•  Information loss 
•  Information loss when applying file format conversion 
•  Polyglot 

•  Content-based retrieval 
•  Given a multimedia file (image) find the closest ones in a large 

collection 

•  Find duplicates 
•  Across formats 



Census Information Retrieval 

Query: Collection: 



History 

•  Funding by National Archives and Records 
Administration (NARA)  

•  Research and development started in 2010 
•  Originally focused on pairwise comparison 
•  Adding support for the creation of indexes over past two 

years 
•  Current version is 0.6 

•  Usable but still in flux 
•  Particular important with APIs 
•  Lots of exploratory work over the years 



Two Main Components 

Core 
•  A set of Java interfaces 
•  Multithreaded Execution 

Engine 
•  Registry to register and 

query for methods 

Web Service 
•  HTTP API wrapping Core 
•  Master/slave architecture 



Several Clients 

•  Command Line Interface 
•  Web Application 
•  Desktop App 
•  Medici 2 



Why would one use Versus instead of 
writing specific implementations as need 
be? 
•  Reuse existing methods 
•  Share methods with community 
•  Organize code in clear components 
•  Leverage execution environment and service 

infrastructure 



Pairwise Comparison API 

Digital	
  
Object	
  

Ad
ap
te
r	
  

Extractor	
  

Digital	
  
Object	
  

Ad
ap
te
r	
  

Extractor	
  

M
ea
su
re
	
  

	
  	
  

	
  	
  

	
  	
  

Feature	
  

Feature	
  

Proximity	
  



Indexing API 
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Library of Adapters 



Library of Descriptors 



Library of Extractors 



Library of Measures 



CENSUS 
NARA / XSEDE 



The Product of Digitization 



User Queries 



A Computer Vision 
Problem 
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A Computer Vision 
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Form Segmentation 



Form Segmentation 



Word Spotting 
Dynamic Time Warping [T. Rath, 2003] 



Searching in Image Databases 



Linear Search 



Hierarchical Agglomerative Clustering 

[D. Defays, 1977] 

“bottom up” 



Content-Based Image Retrieval 



Index Build Time 



LARGE SCALE VIDEO 
ANALYTICS 

XSEDE 



Large-Scale Video Analytics (XSEDE) 

•  Aims to facilitate humanities research on moving images 
at large scale 

•  Dedicated nodes on Gordon at SDSC 
•  Identification of shots in videos 
•  Multimedia retrieval of similar shots 



Large-Scale Video Analytics (XSEDE) 
 



Large-Scale Video Analytics (XSEDE) 



Large-Scale Video Analytics (XSEDE) 



LSVA Versus Methods 



Current Setup 



Future Setup with Versus 



Sea Grant / EPA - Great Lakes Monitoring 

•  Nutrients 
•  Total Phosphorus 
•  Chlorophyll a 
•  Silica 
•  Nitrogen Nitrite 





The Intensively Managed Landscapes-
Critical Zone Observatory (IML-CZO) 



Geostreaming API 
Historical and Real Time Data 

1 time Continuous 



Data Lifecycle 
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EXTRACTION BUS 



Load Balancer 

API Frontend 

Job Queue 
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Extraction Architecture w/ Distributed Logging 
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7.5 Status 
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Extractors Registration 

•  Extractors register on  
•  Internet media type 

•  application/pdf 
•  image/gif 
•  Model/x3d+xml 

•  Object type 
•  file 
•  file section 
•  file preview 
•  dataset 



Medici Data Model 
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Privacy 

•  Public Web (public URLs) 
•  Private Web (private files) 
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Medici Architecture (v.2) 
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Plugins / Services 

•  Ability to swap underlying implementation 

File Service 

File System 
Implementation 

MongoDB 
Implementation 

iRODS 
Implementation 



Technology 



CREATING EXTRACTORS AND 
MEASURES 



Creating New Extractors 

•  Be able to talk HTTP and parse JSON 
•  Learn the API 
•  Use a RabbitMQ client library to connect to broker 
•  Learn the extraction architecture 

•  What messages to listen for and publish 
•  How to parse message payload 

•  Tutorial 
•  https://opensource.ncsa.illinois.edu/confluence/display/BD/

Medici+Extractor+in+Python 



Creating Versus Methods 

•  Write Java Code 
•  Can execute external code using  

•  Runtime.getRuntime().exec(args) 
•  JNI 

•  Register them using Java services 
•  Add fully qualified class name to respective service file 
•  For example add 
•  edu.illinois.ncsa.versus.extract.impl.RGBHistogramExtractor 
•  To 
•  /META-INF/services/edu.illinois.ncsa.versus.extract.Extractor 
•  Restart 



Creating Versus Methods 

•  Adapters 
•  https://opensource.ncsa.illinois.edu/stash/projects/VS/repos/

versus-core/browse/src/main/java/edu/illinois/ncsa/versus/
adapter/Adapter.java 

•  Extractors 
•  https://opensource.ncsa.illinois.edu/stash/projects/VS/repos/

versus-core/browse/src/main/java/edu/illinois/ncsa/versus/
extract/Extractor.java 

•  Descriptors 
•  https://opensource.ncsa.illinois.edu/stash/projects/VS/repos/

versus-core/browse/src/main/java/edu/illinois/ncsa/versus/
descriptor/Descriptor.java 



Creating Versus Methods   

•  Proximities 
•  https://opensource.ncsa.illinois.edu/stash/projects/VS/repos/

versus-core/browse/src/main/java/edu/illinois/ncsa/versus/
measure/Proximity.java 

•  Indexers 
•  https://opensource.ncsa.illinois.edu/stash/projects/VS/repos/

versus-core/browse/src/main/java/edu/illinois/ncsa/versus/
search/Indexer.java 

•  Service Registration 
•  https://opensource.ncsa.illinois.edu/stash/projects/VS/repos/

versus-image/browse/src/main/resources/META-INF/services/
edu.illinois.ncsa.versus.extract.Extractor 



For more information 

•  Medici demo site 
•  http://medici-demo.ncsa.illinois.edu/ 

•  Medici documentation, source code, bugs 
•  https://opensource.ncsa.illinois.edu/projects/project.php?

key=MMDB 

•  Medici manual 
•  http://isda.ncsa.illinois.edu/documentation/medici/ 

•  Versus documentation, source code, bugs 
•  https://opensource.ncsa.illinois.edu/projects/project.php?key=VS 

•  Versus manual 
•  http://isda.ncsa.illinois.edu/documentation/versus/

manual_strapdown.html 
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Questions 

http://browndog.ncsa.illinois.edu/ 
 

isda@ncsa.illinois.edu 


