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Abstract—We present Brown Dog, two highly extensible ser- has become a particular concem for what is often referred

vices that aim 10 leverage any existing pieces of code, libraries, 1 35 the “Long-Tail” of science, spanning the vast majority

ices, or standalone software (past or present) lowards pro-
Vit users wih  siraple 1o ase ancl means.
smlomated sk the curation and Indesin, of dsteboted col-
lections of uncurat for uns data. Data
such as these cucompassing large varieties of data, in addition to
amouats of data, pose a significant challenge within modern
duy “Big Date” efforts Access Proxy
(DAP) and the Data Tillng Scrvice (DTS), focusing on format

managed,
an evaluation of the systems capabilities and scalabi

Index Terms—digital preservation, data, web ser-

of grants involving one or more graduate stadents and little
funds for a significant data management effort (most especially
post-award). Research and development addressing this second
aspect has focused on preserving the execution provenance
teail (2], building repositories for scientific codefiools [3],
developing user friendly content management systems [4],
dealing with format conversions and information loss [, 6],
‘building test suites [7], as well as efforts within the artificial
intelligence and machine learning communities such as com-
‘puter vision (8, 9] and natural language processing [10].

‘We focus on two of the lower level problems involved with
this latter category, 2 lack of appropriate metadata describing
the contents of files, needed to find information of interest
within large collections of data, and the lack of format

vices

1. INTRODUCTION

Over the past decades we have seen exponential growth in
the amount of digital data with the growth only increasing,
& it continues to become cheaper and casier o create data
digitally. This continuing shift away from physicalanalogue
representations of information to digital forms has created a
number of social, poliey, and practical problems that must be
addressed in order to ensure the availability of these digital
assets [1]. One aspect of these problems are that of the siorage,
movement, and compuiation on large datasels, whai most
think of when one hears the term Big Data, ie. problems
large quantities of data. Another aspeet involves that
of indexing and finding data as well as accessing the contents
of data long term, a problem involving large amounts of daia
but further hindered by problems involving large varicties of
data. This latier problem is @ significant issue for several
reasons including the rapid evolution of technology, relatively
short lifespans of software, commercial interests, and the case
and reward towards creating data versus curating data. As
digital software and digital data have become key clemens in
just about every domain of science the preservability of data
has become 2 major concem within the scientific community

describing how the data is laid out within 2 file
50 that one can get at its contents (e.g. 3D/depth data, pixels,
text, waveforms, etc.) independent of how it is represented on
the storage medium/file system. With regards to each of these
there are a number of efforts, tools, and frameworks that have
‘been built to help users curate their own data [11, 12] and
access file contents or convert to a format that can then be
accessed' . Mare accurately subsets of functionality towards
this exists acrass a wide variety of software. For example with
regands to file formats, conversion capabilities exists across a
‘heterogeneous set of libraries 2nd software (from command
line tools such as the popular ImageMagick to the GUI driven
software that we use every day). With regards to metadata a
similar argument can be made if we for the moment relax the
typical use of the term 1o be solely that of data describing
data, data useful for searching/indexing collections of data
and its contents. In this context a wide variety of tools exist
that take data and analyze it for some higher level piece
of derived information that is then produced (e.g. machine
learning classifiers, models of all kinds, statistical software,
and actual metadata extractors).

Needs for such tools permeate the day to day workflows

peliw e opendocumentformat org!
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with regards 10 ensuring the of resulis. This

some archives, we do not assume that TIFF and PDF are the
most desirable formats for all archives. Instead, the TIFF and
PDE conversions ensure that the content is not trapped in
the original format, that Brown Dog can open the criginal
file and get content out of it. Thus far we have identified
numerous samples that are trapped in WordPerfect (WP and
WPD), Photoshop (PSD), and Windows MetaFile (WME)
formats, A more robust simulation is also being developed
through 2 policy-based format migration which will sample
files randomly from the CI-BER collection and consult
lookup table to obtain the preferred preservation format. The
simulation will report missing migration paths, as well as
missing migration policies, i.¢. data files or formats for which
10 preservation format has been recommended.
V. CONCLUSION

We have deployed an alpha release of the wo services
and begun incorporating tools in support of a number of
our use cases (e.g. supporting ccelogical model conversion
via PEcAn, supporting Lidar analysis for our hydrology use
case, supporting human preference modeling for our green
infrastructure use case, as well as other capabilities suited
for more general usage). Further, towards supporting the wide
range of users across our use cases we have begun developing
a number of client interfaces'® to leverage the DAP and
DDTS. These include language specific libraries, a bookmarklet
interface that can be used to call the services on arbitrary
web pages, 2 Google Chrome extension, a command line
interface, incorporation into a scientific workfiow system [21],
and incorporation back into Clowder as an example within a
content management system. Efforts moving forward aim to
2dd additional cloud infrastructure support o the elasticity
module, refine the level of granularify considered during
scaling by deploying Docker instances of converters/extractors
within a single VM, exploring how we might optimize data
movement so as to as efficiently as possible handle large data
collections, and incorporatinglusing additional information rel-
evant to provenance such as the esimates of information loss
incurred during specific conversions described in [S].
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